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Search Engine Knowledge Base

Low Information Entropy & Question Diversity

Search

Extract

Machine learning (ML) is a field of artificial
intelligence that uses statistical techniques
to give computer systems the ability to
"learn" from data, without being explicitly
programmed.
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oOpen-domain Question Answering

o Input:
• !: real world question.
•": huge unstructured text dataset, such as web page corpus or
Wikipedia.

oOutput:
• #: answer text from text dataset, which can answer the input
question



Task – Two Assumptions
oAssumption 1:

Question relevant paragraphs !, can be retrieved from unstructured
text dataset", considering the question #.

oAssumption 2:
Answer $ is a text span in the paragraphs !.

"

#

Retrieve ! Extract
$ Real Answer



Challenges
oExample:

oChallenges:
• 1) Many paragraphs without the answer span are included in the data 

collection; 
• 2) Multiple answer spans may exist within one given paragraph; 
• 3) The end position of an answer span is dependent with the start position.

Question: What does a camel store in its hump?

Paragraph1(multiple-answer-spans): The humps are reservoirs of fatty tissue:
concentrating body fat in their humps minimizes the insulating effect fat would
have if distributed over the rest of their bodies, helping camels survive in hot
climates.
Paragraph2(no-answer-span): Camels with one hump are called Arabian
camels, or Dromedaries, and come from North Africa. Camels with two humps
are from Asia, and are called Bactrian camels.

Answer: fat
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Probabilistic Views – Target
o Target:

o Interpret:

• The probability of the text ! is the answer text, given the question
" and retrieved paragraphs #.

Answer Probability:

Answer Text

Question

Retrieved Paragraphs



Probabilistic Views – Challenge 1
o Challenge 1:

Many paragraphs without the answer span are included in the data collection.

o Interpret:

• Paragraph Probability: The probability of the paragraph !" that contains
answer text, given the question # and retrieved paragraphs $.

• Conditional Answer Probability: The probability of the text % is the answer
text, given the question # and paragraph !".

Answer Probability:

Paragraph Probability

Conditional Answer Probability



Probabilistic Views – Challenge 2
o Challenge 2:

Multiple answer spans may exist within one given paragraph.

o Interpret:

• Span Probability: The probability of the text span !"($) is the answer span,
given the question & and paragraph '(.
• There exist |ℒ($, '()| answer spans in paragraph '(.

Conditional Answer
Probability:

Span Probability



Probabilistic Views – Challenge 3
o Challenge 3:

The end position of an answer span is dependent with the start position.

o Interpret:

• Location Start Probability: The probability of the text span start location
!"#(%) is the answer span location, given the question ' and paragraph ().
• Location End Probability: The probability of the text span end location !"*(%)

is the answer span location, given the question ' , paragraph () and start
location !"#(%) .

Span Probability:

Location End Probability

Location Start Probability



Probabilistic Views – OpenQA Task
o Target:

oModel:

Answer Probability:

Answer Span
Paragraph

Paragraph

Answer Span

Answer Span

……

Paragraph (No Ans)

……

Paragraph (No Ans)

Start Location

End Location

Span Level
Paragraph Level

Question Level

A
ns
w
er

Answer Prob. = Σ Paragraph Prob. ⨉ Conditional Answer Prob.

Conditional Answer Prob. = F( Span Prob. )

Span Prob. =
Start Prob. ⨉ End Prob.

F



Probabilistic Views – RC Task
For a Reading Comprehension Task

oObject:

oModel:

RC ⊆ OpenQA
1. One paragraph
2. One answer span
3. Independence start and

end location



From above analysis,
we propose a model named HAS-QA.

Question Aware
Context Encoder

Conditional
Span Predictor

Multiple Span
Aggregator

Paragraph
Quality
Estimator
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HAS-QA – Question Aware Context Encoder

o Word Embeddings: use size 300 pre-
trained GloVe (Pennington et al., 2014) 
word embeddings.

o Char Embeddings: encode characters in 
size 20, which are learnable. Then 
processed by convolutional layer and 
max pooling layer to obtain the 
embedding of each word.

o Context Embeddings: concatenate word 
embeddings and char embeddings, and 
apply bidirectional GRU (Cho et al., 
2014) to obtain the context embeddings. 
Both question and paragraph get their 
own context embeddings.

o Question Aware Context Embeddings:
use bi-directional attention mechanism 
from the BiDAF (Seo et al., 2016) to build 
a question aware context embeddings. Question Text

Word Embed
Char Embed

Conv + Pool

Concat

Bi-GRU

Paragraph Text

Word Embed
Char Embed

Conv + Pool

Concat

Bi-GRU

Bi-directional Attention

ReLU Activation

Self Attention

C



HAS-QA – Conditional Span Predictor

Two independently position 
classifiers (IndCls)

!" !#
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Pointer Networks (PtrNet) Conditional Pointer
Networks (CondPtrNet)
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HAS-QA – Conditional Span Predictor

Problem of Independence:

start

end

Max value of log $%('%) + log $*('*)

Additional Answer Length Constrain

Valid Area

Invalid Area



HAS-QA – Conditional Span Predictor
Span Probability:
Location Start Hidden Representation:

Location Start Distribution:

Location End Hidden Representation:

Location End Distribution:



HAS-QA – Multiple Spans Aggregator

Conditional Answer Probability:
Paragraph Words

Answer Spans

MAX

SUM



HAS-QA – Paragraph Quality Estimator

Apply Softmax across all the given paragraphs:

Paragraph Probability:

Hidden Representation:

Location Start Distribution Attention:



HAS-QA – Algorithms

Beam Search

Negative Sampling
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Three OpenQA Dataset

QuasarT TriviaQA SearchQA

Question Count 43K 95K 140K

Negative
Paragraph Ratio

Average Answer
Span Count

Neg, 
1.21

Pos, 
98.79

Neg, 
37.24

Pos, 
62.76

Neg, 
25.06

Pos, 
74.94

SPAN SPAN
SPAN SPAN

SPAN SPAN SPAN
SPAN SPAN

SPAN SPAN
SPAN SPAN

SPAN
SPAN

Large Dataset

Noisy
Paragraphs

Multiple
Answer Spans



Experiments

1) HAS-QA outperforms traditional RC baselines with a large gap, such as GA,
BiDAF, AQA listed in the first part.

2) HAS-QA outperforms recent OpenQA baselines, such as DrQA, R3 and
Shared-Norm listed in the second part.



Experimental Analysis
o Effects of Conditional Pointer Networks

1. The performance of Shared-Norm decreases
when removing the answer length limitation,
while the performance of HAS-QA first
increases then becomes stable.

2. The average predicted answer length
increases in Shared-Norm when removing
the answer length limitation. However, HAS-
QA stably keeps the about 1.8 average
words, where the oracle average answer
length is about 1.9 words.



Experimental Analysis
o Effects of Multiple Spans Aggregation

1. SUM and MAX operations. They take advantages of using multiple answer spans for 
training and improve about 6% - 10% in EM comparing to the HEAD operation.

2. The failure of RAND operation, mainly comes down to the conflicting training samples.



Experimental Analysis
o Effects of Paragraph Quality

1. With the increasing number of given paragraphs which ordered by the rank of search 
engine, EM performance of HAS-QA sustainably grows.

2. The Mean Average Precision (MAP) score between the predicted scores and the label 
whether a paragraph contains answer spans, shows that HAS-QA can rank the high quality 
paragraphs in the front of the given paragraph list.
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oA new probabilistic formulation of OpenQA, based on a three-level 

hierarchical structure, i.e., the question level, the paragraph level and 
the answer span level.

oHAS-QA Model
• 1) a paragraph quality estimator makes it robust for the paragraphs without 

answer spans
• 2) a multiple span aggregator points out that it is necessary to combine the 

contributions of multiple answer spans in a paragraph
• 3) a conditional span predictor is proposed to model the dependence 

between the start and end positions of each answer span. 
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Multiple Answer Spans Extraction

Well-formed Answers Generation

Single Answer Spans Extraction



Thanks        Q & A
Name: Liang Pang   |   Email: pl8787@gmail.com


