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Overview of Web Search Engine
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Semantic Gap
the Biggest Challenge in Matching

e Same intent can be represented by different queries
(representations)

e Search is still mainly based on term level matching

* Query document mismatch occurs, when searcher
and author use different representations



Same Search Intent Different Query Representations
Example: “Youtube”
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Same Search Intent Different Query Representations
Example: “Distance between Sun and Earth”

“how far” earth sun average distance from the earth to the sun
“how far” sun how far away is the sun from earth
average distance earth sun average distance from earth to sun

how far from earth to sun distance from earth to the sun

distance from sun to earth distance between earth and the sun

distance between earth & sun distance between earth and sun
how far earth is from the sun distance from the earth to the sun
distance between earth sun distance from the sun to the earth

distance of earth from sun distance from the sun to earth
“how far” sun earth how far away is the sun from the earth
how far earth from sun distance between sun and earth

how far from earth is the sun how far from the earth to the sun
distance from sun to the earth




Example of Query-Document Mismatch

Query Document Tem.i Seman.tic
Matching | Matching
seattle best hotel seattle best hotels partial Yes
pool schedule swimming pool schedule partial Yes
natural logarithm logarithm transformation partial Yes

transformation
china kong china hong kong partial No

why are windows so  |why are macs so expensive partial No
expensive



Machine Learning for Matching

e Using relations in data for

learning the matching
Learning function far(q,d) or P(r|q,d)
A

e Training data {(gi, di, )},

— Queries and documents (users
and items) represented with
feature vectors or ID’s

— Target can be binary or
numerical values

: . Matching fM (q, d)

System

Test data



Ranking is Important for Web Search

Query Data Mining

Web Images Videos Maps News My saves

L] L]
* Criteria
1,050,000 RESULTS Anytime -

Data mining - Wikipedia R I

https://en.wikipedia.crg/wiki/Data_mining ~ e eva n C e
DOCl Data mining is the computing process of discovering patterns in large data sets

involving methods at the intersection of machine leamning, statistics, and ...

— Diversity

Data Mining: What is Data Mining? - frandweb.net
D O C 2 www.frandweb.net/jason ~

Welcome to Jason Frand's Homepage. September 1, 2006 was the start of an entirely

new career for me. - F re S h n e S S

An Introduction to Data Mining - Analytics and Data ...
D O C 3 www.thearling.com/text/dmwhite/dmwhite_htm ~

An Introduction to Data Mining. Discovering hidden value in your data warchouse.

Overview. Data mining, the extraction of hidden predictive information from large ...

Data Mining - Investopedia o Ra n ki ng m Od@l

D O C 4 www.investopedia.com/terms/d/datamining.asp v
Data mining is a process used by companies to tum raw data into useful information. By
using software to look for patterns in large batches of data, businesses can ...

— Heuristic
What is data mining? | SAS

https:/fwww.sas.com/en_us/insights/analytic s/data-mining.htm| « I . 2 L I
Data Mining History and Current Advances. The process of digging through data to i Re eva n Ce . B IVI 5, IVI R

discover hidden connections and predict future trends has a long history.

What is data mining? - Definition from Whatls.com * Dive rSIty: MM RI XQUAD

searchsglserver tec htarget. com/definition/data-mining ~
Data mining is the process of sorting through large data sets to identify patterns and

establish relationships to solve problems through data analysis. — Le a r n i n g to ra n k

Data Mining - Microsoft Research

www.microsoft.c om/en-us/researc h/project/data-mining -

The Knowledge Discovery and Data Mining (KDD) process consists of data selection,

data cleaning, data transfermation and reduction, mining, interpretation and ... 9



Machine Learning for Ranking

P _C]: """ Cj; I Point-wise: ranking as regression or

I - I . e . _

L 04 N ) s \ | classification over query-documents

l 1> . L I Pair-wise: ranking as binary

: xél) 2 I x;EN) 3 Learning classification over preference pairs

: . R List-wise: training/predicting ranking at
I query (document list) level
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Independent Relevance Assumption

dl
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e Utility of a doc is independent of other docs

* Ranking as scoring & sorting

— Each documents can be scored independently

— Scores are independent of the rank



Beyond Independent Relevance

Query: Programming language

e More ranking criteria

e.g., search result diversification Java  Java
— Covering as much subtopics as possible C++  Java
with a few documents Python Java
— Need consider novelty of a document Search Engine

1. Query Formulation

given preceding documents

- ‘Whatis IR?”

Y
. . . i ) /4
* Complex application environment \{/;7 ' = e .7/
e.g., Interactive IR N i T

— Human interacts with the system during I_b

. 3. Relevance Judgments
the rank|ng process - (selected) document list
— User feedback is helpful for improving

the remaining results 5. Refined SearchResults

- (reranked)documentlist

Need more powerful ranking mechanism! 12




Outline

* Deep Semantic Matching
— Methods of Representation Learning
— Methods of Matching Function Learning



Growing Interests in “Deep Matching”

Success of deep learning in other fields

— Speech recognition, computer vision, and natural language processing

Growing presence of deep learning in IR research
— SIGIR keynote, Tutorial, and Neu-IR workshop

Adopted by industry

— ACM News: Google Turning its Lucrative Web Search Over to Al
Machines (Oct. 26, 2015)

— WIRED: Al is Transforming Google Search. The Rest of the Web is Next
(April 2, 2016)
Chris Manning (Stanford)’s SIGIR 2016 keynote:
“I’'m certain that deep learning will come to dominate SIGIR
over the next couple of years ... just like speech, vision, and
NLP before it.”

14



“Deep” Semantic Matching

* Representation
— Word: one hot —> distributed

— Sentence: bag-of-words —> distributed representation
— Better representation ability, better generalization ability

A Distributed

( OneHot : Word Representation

Word | | /

am - S S e S S e e e .

————————————

( BagOfWords

! Sentence
| |
Sentence |, |
,010200..01000 ,

»
»




“Deep” Semantic Matching

* Matching function

— Inputs (features): handcrafted —> automatically learned

— Function: simple functions (e.g., cosine, dot product) —>
neural networks (e.g., MLP, neural tensor networks)

— Involving richer matching signals
— Considering soft matching patterns

A

Simple Functions
Distributed

Word Representation

> Neural Networks

4...///‘?;/’7.: \::;\“
o' K . .
Sentence o Richer Matchin
/ \‘\Q\ L
&
\

Signals

v

Measure



Deep Learning Paradigms for Matching

Methods of representation learning

Neural Query/user representation

uery/user
Query/ Network

matching
score

Document Neural
/item Network Document/item representation

Methods of matching function learning

Query/user

Document
/item

Matching matching

A ti
ggregation <core

signals

17



Methods of Representation Learning

 Step 1: calculate representation ¢(x)
* Step 2: conduct matching F(c,b(x), qb(y))

calculate
/ representation

-

-~ ~
7 ~
Ve \
’ \
/ \
Neural \Query representation
uer T
anery Network -- -~
matching ™
score ]
¢
document Neural — HEEER IS SO -
- Network 'Document representation
* / conduct
\ .
N .’ matching

18



Methods of Matching Function Learning

e Step 1: construct basic low-level matching signals
e Step 2: aggregate matching patterns

— ——
f— ‘\

Matching . matching\‘
signals score I

document
J

19



Outline

* Deep Semantic Matching

— Methods of Representation Learning



Query representation

Neural

query Network

matching
score

document Neural
Network Document representation

METHODS OF REPRESENTATION
LEARNING

21



Representation Learning for
Query-Document Matching

e Step 1: calculate query and document representation
Step 2: conduct query-document matching

calculate
/ representations

e —
—
/’ ~

\
\ Query representation
query — 7R TN T T T TS ~
. N
matching
score !
Neural -7
document culid I “““““
e Network Document representation conduct
\
, :
v , matching

22



Typical Methods of Representation

Learning for Matching

e Based on DNN

— DSSM: Learning Deep Structured Semantic Models for Web Search
using Click-through Data (Huang et al., CIKM "13)

e Based on CNN

— CDSSM: A latent semantic model with convolutional-pooling
structure for information retrieval (Shen et al. CIKM "14)

— ARC I: Convolutional Neural Network Architectures for Matching
Natural Language Sentences (Hu et al., NIPS "14)

— CNTN: Convolutional Neural Tensor Network Architecture for
Community-Based Question Answering (Qiu and Huang, 1JCAI "15)

e Based on RNN

— LSTM-RNN: Deep Sentence Embedding Using the Long Short Term
Memory Network: Analysis and Application to Information
Retrieval (Palangi et al., TASLP "16)



Deep Structured Semantic Model (DSSM)

Neural

query Network

document : Neural
: Network

matching
score

Bag of letter- : Fully connected . T
. I :Cosine similarity
trigrams : layer :

* Bag-of-words representation
— “candy store”: [0,0, 1,0, ..., 1,0, O]
* Bag of letter-trigrams representation
— “H#candy# #store#” --> #ca can and ndy dy# #st sto tor ore re#
— Representation: [0,1,0,0,1,1,0, ..., 1]
* Advantages of using bag of letter-trigrams
— Reduce vocabulary: #words 500K = # letter-trigram: 30K
— Generalize to unseen words
— Robust to misspelling, inflection etc. 24



DSSM Query/Doc Representation: DNN

e Model: DNN (auto-encoder) to capture the compositional
sentence representations

Semantic vector 5 Vs AF

%
w,, 1
o
w,; f
Letter-trigram

embedding matrix — W, t

Letter-trigram encoding dim = 50K

matrix (fixed) — W,, t
Bag-of-words vector dim = 100M

Input word/phrase s: "racing car” t*: "formula one” t=: "racing to me”

25

Figure courtesy of He et al., CIKM ‘14 tutorial



DSSM Matching Function

* Cosine similarity between semantic vectors
T

[L’ .
§=—"7
z| - |y]
* Training
— A query g and a list of docs D = {d",d;,--- ,d, }
— d* positive doc, d,--- , d; negative docs to query
— Objective:

> uep exp(vcos(g, d))



DSSM: Brief Summary

Inputs: Bag of letter-trigrams as input for improving the scalability
and generalizability

Representations: mapping sentences to vectors with DNN:
semantically similar sentences are close to each other

Matching: cosine similarity as the matching function

Problem: the order information of words is missing (bag of letter-
trigrams cannot keep the word order information)

uer Neural
query Network
matching
score
document | _: Neural
e - Network
. :  Fully connected S
letter-trigrams : - Cosine similarity .

layer



How to Capture Order Information?

* Input: word sequence instead of bag of letter-trigrams

e Model

— Convolution based methods can keep locally order
— Recurrent based methods can keep long dependence relations

Neural

query Network

document : Neural
: Network

Sequence of :  Convolution or
words - Recurrent NN

matching
score

28



CNN can Keep the Order Information

1-D convolution and pooling operations can keep the
word order information

the cat sat on
» the mat
the cat sat mmatj.
the cat cat sat sat on on the
sat on the mat
the cat sat | | catsaton sat on the | | on the mat

Pooling

Convolution

the

cat

sat

the

mat

Z3J




Using CNN: ARC-I (Hu et al., 2014) and
CNTN (Qiu et al., 2015)

* Input: sequence of word embeddings trained on a large dataset

 Model: the convolutional operation in CNN compacts each
sequence of k£ words

_/> Concatenation
the cat sat on
|
L] == Pooling
the cat sat on the mat

Convolution

the cat cat sat sat on on the

Gatsat ] [ seton

the cat sat cat sat on sat on the on the mat

word embedding

30
the cat sat on the mat



Using CNN: CDSSM (Shen et al., "14)

The convolutional operation in CNN compacts each
sequence of k£ words

max pooling

300

max pooling - R N

300 300 e e 300

Convolution \

bag of letter-trigram

the cat sat mat



RNN can Keep the Order Information

output
QUETY 0T hidden
document output
...... hidden
Query or
document

the cat sat - mat

______

 Two popular variations: long-short term memory (LSTM) and
gated recurrent unit (GRU)

32



Using RNN: LSTM-RNN (Palangi et al., "16)

* Input: sequence letter trigrams
 Model: long-short term memory (LSTM)

— The last output as the sentence representation

Embedding vector for

the whole sentence

-
-
-
-

ouputs [N —— I — ... —IT
A ?

Bag of letter-trigrams |[OQQQO o000 O000

33



Matching Function

uer Neural
query Network [ IR S
H N
matching ~,
score 1
Neural -7
document eural  EEEEN S -

e Network

* Heuristic: Cosine, Dot product
* Learning: MLP, Neural tensor networks

34



Matching Functions (cont’)

* Given representations of query and document : g and d
e Similarity between these two representations:
— Cosine Similarity (DSSM, CDSSM, RNN-LSTM)
T

q - -d
S p—
q| - |d|
— Dot Product
s=ql -d

— Multi-Layer Perception (ARC-I)
S:W2°O'<W1° [ g ] —|—b1) —|—b2



Matching Functions (cont’)

* Neural Tensor Networks (CNTN) (Qiu et al., JCAI "15)

s=u f( TM““]@HV[ d]+b>

q

query i
(—— — ——— — - N
| i r.001|:|| —
mmm)2es)al -

so /| L= (000cee B fo
/ | (eee|m) (eeeees)D «
. eeoe |0 1% O
:... 000 |:|J| g °
ST T T M S
‘ !
document M T

J—



Extensions to Representation Learning Methods

* Problem: context information from the other sentence is not used
during the representation generation

* Solution: rep. of the document based on the rep. of query,
BiMPM (Wang et al., IJCAI ‘17), CA-RNN (Chen et al., AAAI “18)

— Step 1: multiple perspectives context vector of one text is matched against all timesteps

of the other.

— Step 2: aggregate the matching results into a fixed-length matching vector. [I

matching score

Context Vector

Full Matching MaxPooling Matching

Max

Attentive Matching Max Attentive Matching



Extensions to Representation Learning Methods

* Problem: context information from the other sentence is not used
during the representation generation

* Solution: rep. of the document based on the rep. of query,
BIMPM (Wang et al., IJCAI ‘17), CA-RNN (Chen et al., AAAI “18)

— Step 1: Word alignment to identify the aligned words in two sentences
— Step 2: Context alignment gating to absorb the context

hiQ H?
—[[:U:--}:I;

Context- matching
Aligned Gating score
=i A
h”h P

j+1



Extensions to Representation Learning Methods
(cont’)

* Problem: representations are too coarse to conduct text match

— Experience in IR: combining topic-level and word-level matching signals
usually achieve better performances

e Solution: add fine-grained signals,

include MultGranCNN(Yin et al., ACL ‘15), U-RAE (Socher et al.,
NIPS “11), MV-LSTM (Wan et al., AAAI “16)

Adding different levels
of query/document
representations

Query
representation

document Document
representation

query

matching
score

39



Extensions to Representation Learning Methods
(cont’)

* Problem: representations are too coarse to conduct text match

— Experience in IR: combining topic-level and word-level matching signals
usually achieve better performances

e Solution: add fine-grained signals,

include MultGranCNN(Yin et al., ACL ‘15), U-RAE (Socher et al.,
NIPS “11), MV-LSTM (Wan et al., AAAI ‘16)

/v Sentence
Sentence
Phrase \

Word

Convolutional Recursive Recurrent



Experimental Results
| Modl | P@1 |  MRR

Traditional methods BM25 0.579 0.726
ARC-I 0.581 0.756

CNTN 0.626 0.781

Representation LSTM-RNN 0.690 0.822
learning for matching uRAE 0.398 0.652
MultiGranCNN 0.725 0.840

MV-LSTM 0.766 0.869

Based on Yahoo! Answers dataset (60,564 question-answer pairs)

* Representation learning methods outperformed baselines
— Semantic representation is important
 LSTM-RNN performed better than ARC-l and CNTN
— Modeling the order information does help
* MultiGranCNN and MV-LSTM are the best performing methods

— Fine-grained matching signals are useful
41



Short Summary

* Two steps
— 1. Calculate representations for query and document
— 2. Conduct matching

* Representations for query and document
— Using DNN
— Using CNN and RNN to capture order information
— Representing one sentence using the other as context

 Matching function
— Dot product (cosine similarity)

— Multi-layer Perceptron
— Neural tensor networks



Outline

* Deep Semantic Matching

— Methods of Matching Function Learning
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Matching Function Learning

e Step 1: construct basic low-level matching signals
e Step 2: aggregate matching patterns

—— -
P -

Matching . matching\‘
signals score I

Basmmatchmg \ Matching
signals function

45

document
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Typical Matching Function Learning Methods

* For short text (e.g., sentence) similarity matching
— ARCII (Hu et al., NIPS "14)
— MatchPyramid (Pang et al., AAAI’16)
— Match-SRNN (Wan et al., IJCAI "16)

* For query-document relevance matching

— DRMM (Guo et al., CIKM "16) and aNMM (Yang et al., CIKM “16)

— K-NRM (Xiong et al., SIGIR “17) and Conv-KNRM (Dai et al.,
WSDM ‘18)

— DeepRank (Pang et al., CIKM ‘17) and PACRR (Hui et al.,
EMNLP ’17)

— DUET (Mitra et al., WWW “17)

46



ARC-Il (Hu et al., NIPS ‘14)

* Let two sentences meet before their own high-level representations
mature

* Basic matching signals: phrase sum interaction matrix
* |Interaction: CNN to capture the local interaction structure
* Aggregation Function: MLP

sequence of word 6 word embeddings
embeddings from query and

- document (N=3)
que 1D convolution more 2D convolution

— o HH
LLTTTTIT] [TITTTTT] __-_Z. T o matching
c mLLLLU_LU [LTIIT1T] :,‘C —— score
© — '—"_'-_
g m}l—’ % ———
o [T [LTTTTTT]
_O |

| )\ J \ )
| Y [ 47

Layer 1 (1D convolution) Layer 2 (2D pooling) Layer 3 (2D convolution)




ARC-Il (cont’)

* Keeping word order information
— Both the convolution and pooling are order preserving

(L,2) N (1,2) 1) (1,3) 1 (1,4)

(1,12) (1, 4)

2D pooling

(2,1) 1 (2,2) N} (2,3) N (2,4)

(4,2) (3,3)

B1HGB2G3]N B4

=1 41 &2 H 43 44

 However, word level exact matching signals are lost

— 2-D matching matrix is constructed based on the
embedding of the words in two N-grams



MatchPyramid (Pang et al., AAAI ‘16)

* |nspired by image recognition
e Basic matching signals: word-level matching

matrix

* Matching function: 2D convolution + MDP

|«——— document ——|

‘wl w2

wbhH

. |

wy ol I

®-f

L5

Pl

[soamen] B
a5

Word matching matrix 2D convolution

pooling

matching

49



Matching Matrix: Basic Matching Signals

* Each entry calculated based on
— Word-level exact matching (0 or 1)
— Semantic similarity based on embeddings of words

mplings
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mplings
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UUUUUU

OOOOOO

o)
S O T £ ® © ® ¢

S ©

down
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000000000
00000000:0
0000000:00
000005000
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and and
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were were
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000000000 -
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00000:0000
000050000
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Exact match Cosine similarity
e Positions information of words is kept
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10N

2D Convolut

Matching Function

stored

’

e Discovering the matching patterns with CNN
in the kernels

Kernels Feature Maps

Feature Maps

Kernels

Matching Matrix
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Discovered Matching Patterns

T;: PCCW's chief operating officer, Mike Butcher, and Alex Arena, the chief financial officer, will report directly to Mr So.
T,: Current Chief Operating Officer Mike Butcher and Group Chief Financial Officer Alex Arena will report to So.

Eﬁ .

More kernels

Kernel 1

Matching
MLP Score

Kernel 2

Matching Matrix - Dot Product Feature maps Feature maps

52



Match-SRNN (Wan et al., IJCAI ‘16)

* Based on spatial recurrent neural network (SRNN)

* Basic matching signals: word-level matching matrix
* Matching function: Spatial RNN + MLP

query
ﬁ

g

5

N ¥
b

_/’

Matching matrix Spatial RNN

matching
score

53



Match-SRNN: Recursive Matching Structure

the dog play balls on

the “ the
the cat sat
on the ... “ cat
cat \
sat sat _\;
v
the dog play on on /
balls on ... N ?4 H

e (Calculated recursively (from top left to
the cat|sat| on the.. bottom right)

e All matching signals between the prefixes
&_‘ l been utilized

g — Current position: sat <—> balls

\ \ \ — Substrings:
\ e the cat <—> the dog play

the dog play| balls |on ... * the cat <—> the dog play balls

54



Visualized Matching Signal Aggregation

* Question: “How to get rid of memory stick error of my sony cyber shot?”

* Answer: “You might want to try to format the memory stick but what is
the error message you are receiving.”

S memory
2 stick error
S,
memory
stick

CITor

55



Short Summary

* Two steps
— 1. Construct basic matching signals
— 2. Aggregate matching patterns

* Basic matching signals

— Matching matrix (based on exact match, dot product,
or/and cosine similarity)

* Aggregate matching patterns
— CNN/Spatial RNN + MLP
— Kernel pooling + nonlinear combination
— Feed forward networks



Similarity # Relevance
(Pang et al., Neu-IR workshop ‘16)

..............

____________

Similarity matching

Whether two sentences are
semantically similar

Homogeneous texts with
comparable lengths

Matches at all positions of
both sentences

Symmetric matching function

Representative task:
Paraphrase Identification

¥
deep semantic matching |' | “ /

Relevance matching

* Whether a document is
relevant to a query

* Heterogeneous texts
(keywords query, document)
and very different in lengths

* Matches in different parts of
documents

Asymmetric matching function

* Representative task: ad-hoc
retrieval



Relevance Matching ?

* Global Distribution of Matching Signals

— DRMM (Guo et al., CIKM "16) and aNMM (Yang et al.,
CIKM “16)

— K-NRM (Xiong et al., SIGIR “17) and Conv-KNRM (Dai et
al., WSDM 18)

* Local Context of Matching Positions

— DeepRank (Pang et al., CIKM “17) and PACRR (Hui et al.,
EMNLP ’"17)

e Others
— DUET (Mitra et al., WWW ‘17)

58



Relevance Matching based on Global
Distribution of Matching Signals

Step 1: calculate matching signals for each query
term

Step 2: statistic each query term’s matching signal
distributions

Step 3: aggregate the distributions

Pros

— Matching between short query text and long document
text

— Robust: matching signals from irrelevant document words
Cons: lost term order information



Deep Relevance Matching Model (DRMM)
(Guo et al., CIKM "16 )

* Matching histogram mapping for summarizing each query matching signals
 Term gating network for weighting the query matching signals

Q: the cat sat
on the mat...

* Lost word order information (during histogram mapping)

Term Gating
Network
the dog pl S on Feed Forward
| Matching Network :
/
the “

Q: the cat sat

on the mat... cat
Feed Forward matching
sat “ Matching Network score

D: the dog .
play balls on ... the “ *
/
mat
Feed Forward
Matching Network
Matching matrix based Matching

. . Score aggregation
on word embeddings histogram mapping geres



K-NRM: Kernel Pooling as Matching Function
(Xiong et al., SIGIR “17)

* Basic matching signals: cosine similarity of word embeddings

* Ranking function: kernel pooling + nonlinear feature combination

* Semantic gap: embedding and soft-TF bridge the semantic gap

* Word order: kernel pooling and sum operations lost order information

X

the dog play balls on

Kernel N
the§ pooling

cat Kernel
the cat sat pooling
on the mat... “

sat M;

the dog play
balls on ... the “
|
mat :
pooling

Matching matrix Soft-TF features ¢ 61
(k-dimensional vectors)

score

Z ‘E tanh(wg +b)  matching

—



Conv-KNRM (Dai et al., WSDM “18)

 Based on KNRM
* N-gram cross-matching to capture the word order information

guery unigram-doc
unigram match

unigrams
T\

[ :
Kernel pooling
and sum
-  Kernel pooling
and sum

bigrams / tanh(w¢ + b) . matching

score
R  Kernel pooling
/ and sum
Document
\ Al Kernel pooling
| and sum

)

\ 4

Query

-

convolution Cross-match soft-TF features ¢ 62



Relevance Matching based on Local
Context of Matching Positions

Step 1: find matching positions for each query term

Step 2: calculate matching signals within the local
context

Step 3: aggregate the local signals

Advantages:

— Matching between short query text and long document
text

— Robust: filtered out irrelevant context
— Keep order information within the context



DeepRank (Pang et al., CIKM 17 )

e Calculate relevance by mimicking the human relevance
judgement process

query
1 2 3
i ql i ﬂ w2 w3 wé Term Gating
ql - Network
L CNN
- N
] (G2 | R 2DGRU

o X w5 w2 Network
é m » w7 w8
— q2 . ﬂ l
a3 2DGRU

- matching score

1. Detecting Relevance locations: 2. Determining local relevance:

3. Matching signals aggregation:

focusing on locations of query terms relevance between query and

§ T
when scanning the whole document each location context, using F (q7 d) — (E ’w]l) ) T(w)

MatchPyramid/MatchSRNN etc. weq



Position-Aware Neural IR Model
(PACRR, Hui et al., EMNLP "17)

* Hypothesis: relevance matching is determined by some positions in
documents

— The first k words in document.
— The most similar context positions in document.

Firstk Reshape :
wl w2 w3 w4 Tel\r;m Gatnl?g
etwor
‘ a [

=[] l

<«— document —>‘q3
- Multi Window
query Convolution
S @ [] Network

wl w2 w3 wa |

M_ ql . Recurrent
q2 . . Network
Lb E [] !

KWindow Reshape matching score




Representation Learning + Matching Function
Learning (Duet, Mitra et al., WWW ‘17)

* Hypothesis: matching with distributed representations complements
matching with local representations
— Local matching: matching function learning
— Distributed matching: representation learning

query

N-graph based
input encoding

Neural
Network

document -
Neural
Network Doc rep.

Convolution +
Fully connected

Binary matrix for capturing Convolution +
exact matching signals Fully connected

Neural
Network

Query rep.

Neural
Network

Fully connected

element-wise product

local matching)

score 1

matching
score

(distributed matching)
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Experimental Evaluation

Traditional IR BM25 0.579 0.457

ARC-I 0.581 0.756

CNTN 0.626 0.781

Representation LSTM-RNN 0.690 0.822

Learning methods uRAE 0.398 0.652

MultiGranCNN 0.725 0.840

MV-LSTM 0.766 0.869

ARC-II 0.591 0.765

Matching Function - Juryuem— 0.764 0.867
Learning

Match-SRNN 0.790 0.882

Based on Yahoo! Answers dataset (60,564 question-answer pairs)

* Matching function learning based methods outperformed the representation

learning ones .



Short Summary

* Methods based on global distributions of
matching strengths
— 1. calculating term matching strength distributions
— 2. aggregating the distributions to a matching score

e Methods based on local context of matched

terms
— 1. Identifying the relevance locations / contexts

— 2. Matching the whole query with the local contexts
— 3. Aggregating the local matching signals



Summary of Deep Matching Models in Search

Representation learning: query Neural

Network

representing queries and
document in

. d t Neural
semantic space m S —

Matching function learning:

discovering and aggregating (e,
the query-document Vi
matching patterns signals

matching
score

matching
score

Aggregation
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Outline

* Reinforcement Learning to Rank
— Formulation IR Ranking with RL
— Approaches



Traditional Learning to Rank for Web Search

* Machine learning algorithms for relevance ranking

————— A - /' Point-wise: ranking as regression or

classification over query-documents

I
I
I
| N . : .

: 4 xl(l) 54 N ([ xl( ),5 A , Plalr ::I.lse.. ranking as Ii):mary .
: % 0 : . : learning to c.a55| 1cat|on.0\./er pre e.rer\ce palr.s
e | X ,2 X, ,3 : rank algorithm List-wise: training/predicting ranking
13 . : A N at query (document list) level
:.8 | G
. OREE RSN . >
I \xMr(l) 9 /w \_ M) /v' ]
EEEEN T T Y LELE _ ranking model

oo e f(x; w)

SN— / .
q ! xl 9.f(x1 :W)

| N

| X5, f(X5W
:>[ online ranking ]:> : f( 25V)

___________ . X (0w )L
test data




Retrieving Information is a Process

Get rid of mice in a
politically correct way

Info about removing mice
without killing them

|

how trap mice alive Search

Search Engine

/Query Result = ﬂ
Reformulation m




With (Multiple Rounds of) Interactions
between Users and Search Engines

Search Engine
1. Query Formulation

(7 - “‘Whatis IR?"

’\ 2. Search Results
- (ranked ) document list

e

3. Relevance Judgments
- (selected)document list

5. Refined SearchResults
- (re-ranked)documentlist
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Reinforcement Learning: Modeling the

Interactions
Agent

Environment

77



Interactions between AlphaGo and its
Opponent

Observation’ Action

reward = 0 in most cases
If win, reward =1

If loss, reward = -1

Environment

78



Interactions between Search Engine
and Search Users

Different definitions of the components (time steps,
actions, rewards etc.) leads to different IR tasks




Inside a real query "session”

Example decision: Which shoes to buy?
Total task time: 55 minutes and 44 seconds

Granularity of Time Steps ==

I 1min www.merrell.com

B 6sec [ Discount Merrell Shoes |

I 4min www.nextag.com
W 12sec | Merrell women's sandals | ziin
I & min  www.coachlikeapro.com

* At each time step, the user may =

1 5sec [ Fasyspirit | Qo)

Il 1 min www.zappos.com

— Submit a new query T

|! firefox - Google
Eile Edit View History Bookmarks Tools Help

. : r
e @ - = - & € B [C nttp/www.google.co jp/search?q=firefox&ie=utf-8&o | = b [[G-|firefox

Firefox Flicks: Bring Firefox to life!
Cammuniy produced movis fo he promoton o the browser. News bog, an flck atngs.
warw frefoxflicks. com

Index of oubimozil.oraMrefoxniahtetest-runk
[DIR] Parent Directory - ] irefox-3.0adpre.en-Us 4896 compltemar 27-Apr2007 0516
BBMH'\M@!BDMpmcﬂUS linux 4636 tar bz2 27-Ap

PC World - PC World Downloat
Firstox 2 ads polish but no sarth-sh:
waw.pow downloads/Tile_de

— Browse a result page s

Page break inserted by auto pager.Page(6).

irefox
g Improvements over version 1.5.
110,23160,00.a5p - 59K - 4 May 2

Mozilla Firefox download F
v firefox2 com  Ge the brand new Mazilla Firefox! Fast, small, simple and secure.

[
ibrezale org :: Fi Eush
- | e st o e i i i S s
[ ] [ ] oko. Doskargalu Frefox 2 rain ot hast Wb

Popular pages tagged with "firefox" on delicio.us
Popular ltems tagged firefox (create tag description) — view ai ... The open source
FoxTomrent Firefox extension that lets you stream forents as

del.icio.us/popular firefox - 2 2 -

Firefox 2.0.0.3 - MacUpdate =
Auto page done on http://www.google.co.jp/search 3 ele

Data Mining

Web Images Videos Maps News My saves

— Browse an item
e.g., relevance ranking, [

Data mining - W\klpedla

L] L] L] L]
https:ffen.wikipedia.org/wiki/Data_mining +
S e a rC re S u I Ve rS I I Ca I O n Data mining is the computing process of discovering patterns in large data sets

involving methods at the intersection of machine leaming, statistics, and ..

Data Mining: What is Data Mining? - frandweb.net
v frandweb_net/jason =

Welcome to Jason Frand's Homepage. September 1, 2006 was the start of an entirely
new career for me.




How to Get the Rewards?

* From real users

user

environment
'S

daocument list
action a,

examine

— E.g., online learning to rank

document list

evaluation
measure
reward r;

retrieval system
agent

* From simulated environment

generate implicit
feedback

query implicit
state 5, feedback

position
ts in candidate set

Measure metric as

Reward: evaluate the action reward

re = Rpca(se, ar)

Wm(e) —1 t=10
----- = aVmia,) _1

gy >0

Action: select a
ag ~ m(ag]s;w)
exp {w”

ZCLEA(.;I ) &XP



RL Approaches to IR

Granularity of Time Steps

One item per step  One result page One query per
per step step

Relevance ranking
MDPRank (Zeng et al., ‘17)

Simulation _ ) N/A N/A
Diverse ranking

Source MDP-DIV (Xia et al., 17);
of M2Div (Feng et al., ‘18)
Rewards Online ranking Multi-Page search Session search
Dueling Bandits (Yue et al., MDP-MPS (Zeng et al., '18); QCM (Guan et al, '13);
Real users ‘09), (Hofmann et al., DPG-FBE (Hu et al., Win-Win (Luo et al,’14);
IRJ ’13) Arxiv '18); DPL (Luo et al, "15)

IES (Jin et al, "13)
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RL Approaches to IR

Granularity of Time Steps

One item per step  One result page One query per
per step step

Relevance ranking
MDPRank (Zeng et al., ‘17)

Simulation _ _ N/A N/A
Diverse ranking

Source MDP-DIV (Xia et al., 17);
of M2Div (Feng et al., ‘18)
Rewards Online ranking Multi-Page search Session search
Dueling Bandits (Yue et al., MDP-MPS (Zeng et al., '18); QCM (Guan et al, '13);
Real users ‘09), (Hofmann et al., DPG-FBE (Hu et al., Win-Win (Luo et al,’14);
IRJ ’13) Arxiv ’18); DPL (Luo et al, ’15)

IES (Jin et al, "13)



Interaction Framework of Relevance/Diverse Ranking

observation action

Ranked list IEE\‘

reward I R, I

DCG, aDCQG, Srecall ..
candidates P

- |

h

Simulated environment
(judged documents)

* Action: Selects a document and puts ranking list
* Observation: query, top t ranked list, candidate set
 Reward: designed based on rank evaluation measures



Modeling Ranking with MDP

Candidate document set query

MDP factors

Time steps
State
Policy
Action
Reward

State transition

Decide which doc
should be selected for
the 2" rank

Corresponding ranking factors

The ranking positions

Query, preceding docs, candidate docs etc.

Distribution over candidate docs

Selecting a doc and placing it to current position

Defining reward based on IR evaluation measures (e.g., DCG)

Depends on the definition of the state 86



Search Result Diversification

Query: jaguar
- * Query: information

Imsges  News  Maps  Videos  More

>

o Al images Tools

| ———— needs are ambiguous

Market Selector | Jaguar | View the site in your preferred language Market Selector | Jaguar | View the site in your preferred language

Fitp:ivemw jagusr.com! + hitps://www jaguarcom v
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The focus ot cireit BFIAFoMUGE 568500 ot the @ASamCarnmala? head to ha 2 chance to work at SJaguar I I l
o Sht % propareg for for tha seasan ingie. 4 #MentreaieProc The focus street creult enthe e a rc re S u S [] a y
soasan four. #FomuisE now shifts to preparing for for o saason finale. #Tunes App Store & ’
Fic it comidiDooR oom B8R wmason four WFormAsE GooglePlsy.
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T T T T T | contain reaunadan
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) Jaguar - Wikipedia
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Animal

Jaguar Cars - Wikipedia
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> Mora imagos forjaguar

Images for jaguar

.
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.
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Modeling Diverse Ranking with MDP (MDP-DIV)
(Xia et al., SIGIR ‘17)

* Key points
— Mimic user top-down browsing behaviors
— Model dynamic information needs with MDP state
o States s; = [Z¢, Xt hy]
— Z;: sequence of t preceding documents, Z, = ¢
— X;: set of candidate documents, Xy, = X

—h, € R¥: latent vector, encodes user perceived utility
from preceding documents, initialized with the
information needs form the query:

ho — O-(Vq q)



Modeling Diverse Ranking with MDP

Xm(a,): document
embedding

Corresponding diverse ranking factors
Time steps The ranking positions
State S = [Zg, X¢, ]
: T
Poley n(aclse = [Ze, Xe, e]) = exp{xméat)Uht}
Action Selecting a doc and placingittorank t + 1
Reward Based on evaluation measure aDCG, SRecall etc. For example:

R = aDCG[t + 1] — aDCG[¢];
R = SRecall[t + 1] — SRecall[t]

State Transition Str1 = T(sy = [Zs, Xt 0], ap)
= |Z:®{xm@p} Xe\Xm(ap } 0 (Ve + Whe)]

89



Ranking Process: Initialize State

so = [#,X,0(Vqa)]

_/
‘m_//
Initial user inf. needs

Document
ranking

Query




Ranking Process: Policy

Document
ranking

Query

Candidate .
m(ac|s;) = eXp{Xm(at)Uht}
Z
) 4 4 )
—> —>
J \§ \_ )

Calculate the policy
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Ranking Process: Action

Document ‘
l ranking v/

according to policy Candidate

Query

documents

) (emm) (0 )
J - J - J -
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Ranking Process: Reward

Get reward, e.g.,
R = aDCG[t + 1] — aDCG|t]

) doc at rank \ g ) g )

J - J - J - J




Ranking Process: State Transition

Update ranked list, candidate set, and latent vector

St+1 = | Ze®{Xmap b Xe\BXm(ap ) 0(VEin(a,) + Why)]

) doc at rank \ 4 ) 4 )

J - J - J - J .




Query

Ranking Process: Iterate

Document ‘
( ranking v/ f w

Candidate
documents

) (m )

—

J - J

doc atrank 1

Ciocrrnco | I

-

J

N

doc atrank 1

doc at rank 2

-

J
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Learning with Policy Gradient

Model parameters @ = {Vq, UV, W}

Learning objective: maximizing expected return
(discounted sum of rewards) of each training query

M-1
méiXU((]) = EGy = E 2 ykrk+1
k=0

— Directly optimizes evaluation measure as G, = aDCG@M

Monte-Carlo stochastic gradient ascent is used to
conduct the optimization (REINFORCE algorithm)

Vev(q) = VthVO logm(a|se; )



Greedy Decisions in MDP-DIV

Algorithm 3 MDP-DIV online ranking

Input: Parameters © = {Vq,U, V, W}, query q, documents X
Output: Permutation of documents 7

: Initialize s < [0, X, 0(V4q)]{Equation (1)}

. fort =0toM —1do

1

2

3

£ A« g_i!s.)._{.Eg&s-l-b-l-e-aeﬁmramd-mg—L“ e-to~—ia-state <}

5. Cd «— argmaxgeA 7(als; ©){Choosing most possible actioD
6: i

7:

8

9

[t + 1] & mtar{Documentsegrisramkedat T+ 1
[Z,.X,h] « s
s — [Z & {xma)}> X \ {Xma)} 0(VXppa) + Wh)]
. end for
10: return 7

Full exploitation as there is no supervision
information can be provided

Search global optimal solution amounts to the
problem of subset selection, NP-hard!




Why Greedy?

Training: exploration and exploitation
Online ranking: exploitation only

From the viewpoint modeling the environment
— Environment model simulates the rewards!

— Training: supervision information available, can judge
the quality of exploration

— Online ranking: no supervision information, cannot
make the judgement (no reward)

The environment model cannot be generalized to
unseen query!



Ways to Address the Problem

e Exhaustive search (Brute-force search)
— Enumerating all possible candidate rankings
— Checking their performances at each position
— Output the best ranking
— Global optimal solution but extremely costly

 Monte Carlo tree search (MCTS)
— Search tree based on random sampling
— Near-optimal solution but much faster

— A environment model that can be generated!
— Adopted by AlphaGo Zero



MCTS Enhanced MDP for Diverse Ranking
(Feng et al., SIGIR ‘18)

Policy-Value network

» LSTM

state s

=

pr(alse)

V(st)

raw policy p

value function V

MCTS

search policy

1
v St41

Environment [

action a;~1

* Ranking as an MDP
* MCTS guided by the predicted policies and values

f}. ZO'(Wka + Ufhkfl +bf),

i =0(Wixg + Uihg_q +b;),

0 =a(Woxg + Uohg_1 + bo),

¢ =fr ocp_y + i o tanh(Wexy + Uchg_; + be),
h;. =0y o tanh(cy),

LSTM(s) = [htT,ctTlT
V(s) = o ((w, LSTM(s)) + by,)

exp {x’;;(a)up LSTM(S)}

Y e A(s) €XP {X:’;(a,)Up LSTM(S)}

plals) =



Learning the Parameters

E| ,
((E,r) = ; ((V(St) —r) + ae;st)m(alst)log o)

X {/\ ot {/\H o {/{\}} L . predicted value is as
J\J\NM\ J\J\.NM\. JQ\M{\J; close to the real a-
1¢ e un f} NDCG as possible

Raw policy is as
o N M close to the search
“ . = = - " policy as possible




Relation with AlphaGo Zero

* Task formalization
— Playing of Go: alternating Markov game
— Diverse ranking: sequential document selection

e Supervision information
— AlphaGo Zero: results of self-play

— Diverse ranking: human labels and the predefined
evaluation measure

e Shared neural networks

— AlphaGo Zero: residual network with raw board
positions as inputs

— Diverse ranking: LSTM with sequence of selected
documents



Evaluation

Method a-NDCG@5 a-NDCG@10 ERR-IA@5 ERR-IA@10
MMR 0.2753 0.2979 0.2005 0.2309
xQuAD 0.3165 0.3941 0.2314 0.2890
PM-2 0.3047 0.3730 0.2298 0.2814
SVM-DIV 0.3030 0.3699 0.2268 0.2726
R-LTR 0.3498 0.4132 0.2521 0.3011
PAMM(a-NDCG) 0.3712 0.4327 0.2619 0.3029
NTN-DIV(a-NDCG), 0.3962 0.4577 0.2773 0.3285
MDP-DIV(¢-DCG) | 0.4189 0.4762 0.2988 0.3494
M?Div(without

MCTYS) 0.4386* 0.4835 0.3435" 0.3668"
MzDiV(With MCTS)| 0.4424" 0.4852 0.3459" 0.3686"
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Why MCTS helps?

 Model-free RL: the agent does not know

— How state will change in response to its actions
— What immediate reward it will receive

e Model-free RL v.s. Model-based RL

— Model-free RL don’t have to learn a model of the
environment to find a good policy: policy gradient, Q-
learning, Actor-critic

— Model-based RL: agent make predictions about what the
next state and reward will be (MCTS tries to do this,
invoked the knowledge about ranking)



RL Approaches to IR

Granularity of Time Steps

One item per step  One result page One query per
per step step

Relevance ranking
MDPRank (Zeng et al., ‘17)

Simulation _ ) N/A N/A
Diverse ranking

Source MDP-DIV (Xia et al., 17);
of M2Div (Feng et al., ‘18)
Rewards Online ranking Multi-Page search Session search
Dueling Bandits (Yue et al., MDP-MPS (Zeng et al., '18); QCM (Guan et al, '13);
Real users ‘09), (Hofmann et al., DPG-FBE (Hu et al., Win-Win (Luo et al,’14);
IRJ "13) Arxiv '18); DPL (Luo et al, "15)

IES (Jin et al, "13)



Interaction Framework of Online Ranking

)

‘.
.\

* Action: generate a document ranking list

* Observation: user behavior on the ranking list, e.g.,
browsing, click etc.

e Reward: calculated based on user clicks



Ranked Bandit Algorithm
[Radlinski et al., ICML '08]

* For addressing diverse ranking problem
— MAB, for each rank i
— Each arm corresponds to a document

e Runs an MAB instance at each rank

— Step 1: MAB, is responsible for choosing document
shown at rank 1

— Step 2: MAB, is responsible for choosing document
shown at rank 2

— ... until top K documents are selected

* Show top K to users and receive response
— Rewards: 1 if clicked and O if not



Ranked Bandit Algorithm (cont’)

Algorithm 2 Ranked Bandits Algorithm

1
2
3
4:
5:
6.
7
8
9

10:
11:
12:
13:
14.:
15:
16:
17:
18:
19:
20:

: initialize MAB1(n), ..., MAB;(n) Initialize MABs
cfort=1... Tdo
: fori=1... kdo Sequentially select documents
b;(t) < select-arm (MAB;)
if bs(t) € Pi(t),.., bi—1(t)} then  Replace repeats
bi(t) < arbitrary unselected document,
else
bi(t) «— bi(2)
end if
end for
display {b;(t),...,bx(t)} to user; record clicks
fori=1... kdo Determine feedback for MAB;
if user clicked b;(t) and b;(t) = b;(t) then
Jie =1
else
fit=20
end if R
update (MAB;, arm = b;(t), reward = fi)
end for
end for

Document selection for k
positions

Update bandits
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Dueling Bandits (Yue et al., ICML ‘09)

Which ranking list is better based on user responses (clicks)?

It is hard to It is obvious
' give a exact ) f that A is
\ reward ) better

y_ ‘yz - A '»z
Rank A b Rank A Rank B »
i i

Dueling Bandit Gradient Descent(DBGD): update reject case

Rank 0 is better

Used policy will keep the same.

exploration
Used policy | s> | New policy

} l

Rank O Rank 1




Dueling Bandits (cont’)

Dueling Bandit Gradient Descent(DBGD): update accept case

exploration
[ Used policy ] ‘ [ New policy ]

} }

Rank 2 is better

Used policy will be changed.

Rank 0 Rank 2

Exploration-exploitation tradeoff

A Exploration parameter:

Exploration Exploitation

Radius of (\ \

New /

Time 1:0is better
Time 2 : 0 is better
Time 3 : 0 is better
Time 4 : 4 is better Old Length of /

Exploitation parameter:

\ 4

»
»



Balancing Exploration and Exploitation
(Hofmann et al., IRJ ‘13)

It is not natural to request users judging two ranking lists for one query!

exploration
Used policy ‘ [ New policy ]

[
l ‘ : GG+ GG
I
I
\

|

I

l

I

The larger, the better I

N o e e e e e e o = /’

Rank 0 Rank 2
Probability k \ / Probability 1-k

Rank *

k describe the exploration rate Human Click



RL Approaches to IR

Granularity of Time Steps

One item per step  One result page One query per
per step step

Relevance ranking
MDPRank (Zeng et al., ‘17)

Simulation _ ) N/A N/A
Source Diverse ranking
of MDP-DIV (Xia et al., "17);
M2Div (Feng et al., ‘18)
Rewards Online ranking Multi-Page search Session search
Real users Dueling Bandits (Yue et al., MDP-MPS (Zeng et al., '18); QCM (Guan et al, '13);
‘09), (Hofmann et al., DPG-FBE (Hu et al., Win-Win (Luo et al,’14);

IRJ "13) Arxiv '18); DPL (Luo et al, ’15)



Multi-Page Search

Web search engines typically provide multiple pages of search

results, each contains 10 blue links

more than one page

actions?

Jaguar Land Rover
| www_jaguariandrove
Jaguar Land Rover is a business built around two gr
engineer and manufacture in the UK

= T |
| en.wikipedia org/wiki/Jaguar

The jaguar is a big cat, a feline in the Panthera gent
l found in the Americas. The jaguar is the third-larges

Jaguar UK - Jaguar
www._jaguar.com/gb/er

Our mission at Jaguar has been to create and build
XJ bring the exhilaration of driving to life

Page 1 >

1 2 Next
L

jaguar

animals_nationalgeographic.co.uk/animals/mammals/
Learn all you wanted to know about jaguars with pict
news from National Geographic |
n Di ¥ imal 5
www.sandiegozoo.org/animalbytes/t-jaguar html |

Get fun and interesting jaguar facts in an easy-to-rez
Animal Bytes. Buy tickets online and plan a visit to t}

re - N fact:
www.bbc co.uk » ... » Mammals » Camivora » Cats » Rl
Jaguars are formidable predators and eat a wide van
such as deer, to fish and small birds |

Page 2 < > |

Previous 1 2 Next _L

Recall minded or exploratory search users are likely to access

How to rank the remaining webpages given historical user

jaguar jaguar |

Jaguar Land Rover Jaguar International - Home
www jaguariandrovercom/. 00z mo———————mum—— ywww jaguar com/gl/en |
Jaguar Land Rover is a business built around two gre 8 Jul 2009
engineer and manufacture in the UK Our mission at Jaguar has be |
cars. The XK, XF, and XJ brin
r - Wikipedia, the fr ncycl I o

vki/Jaguar rs - Wikipedia, the fr ncycl cl

The jaguar is a big cat, a feline in the Panthera genu  en wikipedia org/wiki/Jaguar_Cars
found in the Americas. The jaguar is the third-largest Jaguar Cars Ltd, known simply as Jaguar is a Briti
manufacturer, headquartered in Whitley, Coventry, E

Jaguar UK - Jaguar
............ jaguar com/gb/en Official Jaguar News & Information Jagggll
Our mission at Jaguar has been to create and build | newsroom jaguariandrover.com
XJ bring the exhilaration of driving to life The official media source for all the latest Jaquar & |
Page 1 > Page 2 < > |
1 2 Next Previous 1 2 Next



Multi-Page Search as MDP

____________________________ .
| State: the query [ Voo \
| . . ! e o
! the sekcted search result page | |State Reward | p Actbn]| Actbn: constuct a search result page '
) e -] S i | )
query | [page page . -~ > th l P [ Set
i = i —
___________________________ g
-
w =

 Agent (Search engine)
— Construct search result page

* Environment (user)
— lIssues query, takes actions based on the search results
* Reward
— Based on user activities, e.g., clicks, dwell time 114



Relevance Feedback based on MDP
MDP-MPS (Zeng et al., ICTIR "18)

State: the query
the sekcted search result page

Q) le : [ query] [pageil] [page72] - - |:

AH ol — |

| T
—————————————————————————————————————————————————
| |
A [ . |
oo x"q 1} raw relevance
| represent :
State Reward | p Actbn i + :
S A relevant v e ol
o T+ X1 positive feedback
| |
1 + 1
fl : irrelevant (- RNN represent c N :
- < : docs “ —Y x4 ,,-1/;,~ : negatlve feed baCk
<afh) I k k |
- - ’ |
| |
|

 MDP as a relevance feedback model
— State: query, user historical clicks
— Policy: rank score = raw relevance + positive feedback + negative feedback
— Action: construct a search result page based on policy
— Reward: DCG improvements over the result page

e Learning: maximizing the cumulated rewards
MXT

L(©) =Bgn[ ), 7*'nel. .
k=1



E-commerce Search as MDP
DPG-FBE (Hu et al., Arxiv '18)

click v click . R
gg gg w w buy w
*| — -y
| back -k - back
= " =
Page  Ranking : Page Ranking Zpfe® mesccme Page Ranking P —
"|_Request  Action ;’ o Request Action Request Action g leave
: Search W Search - Search i End
—E——Y Engine ———— Engine T Engine ————
Page 1 Page 2 Page n

* Product search as multi-step ranking

1. User issues a query

2. Search engine ranks items related to the query and displays top K

3. User makes operations (continue, convention, abandon) on the page
4. User issue page request, search engine re-ranks the rest of items and
display top K
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DPG-FBE (cont’)

>
S=H c H B H L
1. all conthuatbn events The actbn space 4
He= {(C(h) Bh, 2 H, ,0< t< T} contans all possbk rankng finctbns
2. all conversbn events State Reward| # Acton .
S y At each time step,
Hy = (Bh)Bh 2 H,0< t< T/ the search enghe chose a rank finctbn
3. all abondon everts whih coull constiuct a item page
Hy= (L) Bhe 2 H,0< t< T/

e The measure metric as reward:
m(hty1) if s = B(ht+1),

R(C(ht).a,s") = {0 otherwise
e  Maximize the reward:
MxT

L©) =Egx[ ) 7 'n]. o



RL Approaches to IR

Granularity of Time Steps

One item per step  One result page One query per
per step step

Relevance ranking
MDPRank (Zeng et al., ‘17)

Simulation _ ) N/A N/A
Source Diverse ranking
of MDP-DIV (Xia et al., "17);
M2Div (Feng et al., ‘18)
Rewards Online ranking Multi-Page search Session search
Real users Dueling Bandits (Yue et al., MDP-MPS (Zeng et al., '18); QCM (Guan et al, "13);
‘09), (Hofmann et al., DPG-FBE (Hu et al., Win-Win (Luo et al,14);

IRJ "13) Arxiv '18); DPL (Luo et al, ’15)



Example decision: Which shoes to buy? B Owelltim
Total task time: 55 minutes and 44 seconds

Session Search

Inside a real query “session”

B 21sec

Merrell shoes

Search

B  min www.onlinestores.com

B 1 min  www.merrell.com

B Gsec

Discount Merrell Shoes | iy

BN 4 min www.nextag.com

W 12sec | Merrell women's sandals | syl

N 8 min  www.coachlikeapro.com

I 3min |Clarks shoes| lgiii iy

I 9 min  www.clarks.com

B 5sec | Easyspinit | gy

Bl 1 min www.zappos.com

www.easyspirit.com 27 min _s
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Session search as dual agent game

— \+ o
’4 State | s
U ser A u A se '
Reward | © User Search Enghe
Acton Acton

RSE‘

- " y
AV

* User agent browns the document rank list and change query.

Search Enghe
Reward

— User action A, => Query change (Theme terms, Added terms and Removed terms)

* Search engine agent Observes the query change from the user agent and construct the

rank list.

— Search engine action A, => Adjustments on the term weights, (decreasing, increasing and

maintaining term weights).
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Query Change Model
(Guan et aI., SIGIR’13)

Tem

Theme Added
Tem Temm

Search Engne
Acton /) o Search Engne P

Reward | 2
N | R o, :measure the rank list !
AN i Based on the rekvance of a doc to |
AN ' the current query P (g, /d) i

A N\
N\
N\
A

Canddate

Set i

* Model the relevant of a document d to the current query g; as

score(q;, d) = P(q;|d) +VZP(CIL|QL 1 Di—1,a) maXP(CIL 11Di-1)
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Experimental result

Search accuracy on TREC 2012 Session

Lemur
TREC’12 median
TREC’12 best
PRF
Rocchio
Rocchio-CLK
Rocchio-SAT
QCM
Win-Win

0.2474
0.2608
0.3221
0.2074
0.2446
0.2916
0.2889
0.3353
0.2941

0.2627
0.2648
0.2865
0.2335
0.2714
0.2866
0.2836
0.3054
0.2691

0.1274
0.1440
0.1559
0.1065
0.1281
0.1449
0.1467
0.1529
0.1346

0.2857
0.2626
0.3595
0.2415
0.2950
0.3366
0.3254
0.1534
0.3403



RL Approaches to IR

Granularity of Time Steps

One item per step  One result page One query per
per step step

Relevance ranking
MDPRank (Zeng et al., ‘17)

Simulation . Opportunity!
Diverse ranking
Source MDP-DIV (Xia et al., 17);
of M2Div (Feng et al., ‘18)
Rewards Online ranking Multi-Page search Session search
Dueling Bandits (Yue et al., MDP-MPS (Zeng et al., ’18); QCM (Guan et al, '13);
Real users ‘09), (Hofmann et al., DPG-FBE (Hu et al., Win-Win (Luo et al,14);
IRJ ’13) Arxiv '18); DPL (Luo et al, "15)

IES (Jin et al, "13)
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Discussion
Environment Simulation v.s. Real User

* Almost all methods try to simulate the user actions

— Interaction with real users are expensive (time,
implementation etc.)

— Nonoptimal results hurt user experience

— Seems the click models trained with log data work well in
most cases

— On-policy algorithms were well studied

 However, simulated responses # real user responses

— Performances heavily depend on the quality of simulation
(e.g., calculation of the rewards)

— Can the simulation model generate well to all queries and
documents?



Discussion
on-policy v.s. off-policy

* On-policy: learn policy T from experience sampled
fromm
— Need real-time interactions with search users,
— or simulated environment

* Off-policy: learn policy ™ from experience sampled
from u

— Training: learn ranking policy m from click-through /
labeled data (data sampled from u)

— Online ranking: ranking document with m (usually only
exploitation)

— Available of large scale click-through data making off-
policy attractive



Discussion
Modeling the Environment

 Environment accepts state and action, outputs next
state and reward

e MDP-DIV and MDPRank: rewards based on human
relevance labels
— Cannot generalize to new queries and documents
— Training: exploration + exploitation;
Online ranking: exploitation only
* M?Div: Monte Carlo tree search based on value
estimation
— On-policy: identical policy at training and online



Looking Forward: Beyond Ranking

* Reinforcement information retrieval
— Semantic matching (He et al., submitted to CCIR ‘18)
— Sequence tagging (Lao et al., ArXiv ‘18)
— Gradient quantization (Cui et al., ICTIR ‘18)

e Reinforcement information access

— IR/Recommendation/Ads: two sides of the same
coin



Outline

Introduction

Deep Semantic Matching
— Methods of Representation Learning
— Methods of Matching Function Learning

Reinforcement Learning to Rank
— Formulation IR Ranking with RL
— Approaches

Summary
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Summary

User

<&
<«

"| Search UI

o

A

Ranking

Query

| understanding

\ 4

<)

Internet ———

Crawler

A

Matching

Document

‘ understanding

Retrieve

A

Index

\ 4

Indexing
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Deep Semantic Matching

* Methods of Representation Learning
— Step 1: calculate representation ¢ (x)
— Step 2: conduct matching F(qb(x), gb(y))

 Methods of Matching Function Learning

— Step 1: construct basic low-level matching signals
— Step 2: aggregate matching patterns

* Similarity Matching # Relevance Matching

— Methods based on global distributions of matching
strengths

— Methods based on local context of matched terms



Reinforcement Learning to Rank

* Ranking as agent-environment interaction
— Agent: search engine
— Environment: user

* Different definitions of time steps and rewards
leads to different RLTR algorithms
— Relevance ranking
— Diverse ranking
— Online learning to rank
— Session search



Challenges

e Data: building better benchmarks
— Large-scale text matching data
— Large-scale user-item matching data with rich attributes.

 Model: data-driven + knowledge-driven
— Most current methods are purely data-driven
— Prior information (e.g., domain knowledge, large-scale knowledge
based) is helpful and should be integrated into data-driven learning in
a principled way.
* Task: multiple criteria
— Existing work have primarily focused on similarity
— Different application scenarios should have different matching goals

— Other criteria such as novelty, diversity, and explainability should be
taken into consideration
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